Architecturally Significant Interfaces and the Conceptual Model – Marty Burns, July 20, 2009
The discussion below addresses the question of how “architecturally significant interfaces” are identified and addressed in the conceptual model. My interpretation of how this analysis works and what it means is described. I will note that others may consider that the way to discover architecturally significant interfaces is exclusively through the observation of applications of the Smart Grid. The challenge to this approach is that the applications of the Smart Grid are not standardized yet, and, many anticipated applications are as yet unable to be described. Therefore, the approach to date has been to perform analysis according to the model and observe the needed characteristics of Actors in Domains according to the cumulatively determined requirements from applications described by many stakeholders.
Architecturally significant means those interfaces where there are key structural changes in communications.  Typically this will be where homogeneity does not exist and change of some significant sort is afoot.

In communications in the Smart Grid, you can first summarize such change boundaries as:

· Devices – clearly when information exchanges from one device to another or medium, there is a significant architectural interface.

· Networks – when one network meets another, there is a necessary transition which may mean include bridging, routing, or full gateways.

· Ownership – where rights to information access are adjusted or constrained, there is clearly a significant architectural interface

· Application – between one application and another, there is a significant architectural interface.

· Information – information is often partitioned via access rights

Now, here is a typical message exchange from the application on the right to the application on the left:

[image: image1.png]Application Aeplication

Message ino
info

(- information
(@~ application

(@ device
@~ network





Figure 1: Architecturally Significant Interfaces

As shown in the figure, there are 4 different kinds of architecturally significant interfaces traversed in this exchange (note we have omitted the duplicates on the sending side). All interfaces are not present in every potential exchange of information. For example, if two devices are mounted in the same network, interface 4 is not present. 
Let’s explore how these relate. First, some clear relationships:

· [1] Information is exchanged by applications

· [2] Applications run on devices (there can be distributed applications; however, here we are referring to the component that runs on a single device).

· [3] Devices exist mounted on one or more networks (more when they have more than one network interface)
· Devices are owned and managed

· Networks are owned and managed (but not necessarily by the same owners as the devices mounted on them)

· Information is owned and managed (but rights are not always exclusive to the device owner)

Then, how does the Conceptual Model address these interfaces? It recognizes that on any network there is a degree of homogeneity by definition (remember the absence of interface 4 when intra-network communications occurs). It further recognizes that most network boundaries align with the purpose for which that the network was installed – that is the set of requirements that determined its construction and that of devices connected to it.

So the conceptual model groups these requirements that determine network types by identifying them as “Domains”. Domains may imply to the reader a geographic or ownership boundary. However, they are more general then that. Specifically they represent the common sets of requirements as just mentioned.

The conceptual model then recognizes that applications exist to exchange information within and across Domain boundaries. The requirements that constrain these transfers are those that characterize the Domain. Applications may or may not be distinct from devices (that is whether there is a one to one correspondence). Therefore, the Conceptual model recognizes “Actors” as the virtual singletons that participate in the information exchanges.
Then, the conceptual model groups these requirements, that define a domain, as a set of layered capabilities organized by the GWAC stack as a set of major requirements. 

Since capabilities to satisfy such requirements are typically built into actors (often devices) for the network and application environment they are to be installed in, it is convenient to simplify the organization of requirements into two groups:

1) Those that pertain to the interfaces 1,2, &3 that characterize actors/devices, and,

2) Those that pertain to interface 4, that is between networks

Note, then, that interface 4 is a degenerate case (that it is not independent) in that it can be derived directly from the differences between interfaces 1, 2, & 3 for each peer in the message exchange.

Thus, the architecturally significant interfaces are at the GWAC stack definitions of actors within their domains. This is how the Interim Roadmap is constructed.
� For example, a customer may be allowed by statute to own the meter, read the meter, but not change the meter’s configuration. Other permutations are possible in different jurisdictions.





