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Our team, made up of researchers from INSA Lyon, the Universities of Maryland and Oulu, are participating in the text feature extraction evaluation and the search evaluation.  The international team members have been visiting the University of Maryland at different times over the past two years.

For search we provide a weighted query mechanism by integrating 1) text (OCR and ASR) content using full text and n-grams through the MG system, 2) color correlogram indexing of shots and images reported last year in TREC, and 3) ranked versions of the extracted binary features. All of the features are normalized, and a variety of distance measures are used to index into the collection. The command line version of the interface allows users to make various queries, store them and use weighted combinations to generate a compound query. (A GUI interface is being developed)

One novel component of our interactive approach in the ability for the users to formulate dynamic queries previously developed for database applications at the University of Maryland.  The interactive interface treats each video clip as visual object in a multi-dimensional space,  and each “feature” of that clip is mapped to one dimension.  The user can visualize in two dimensions by placing any two features on the horizontal and vertical axis. Additional dimensions can be visualized by adding attributes to each object.  Color, for example, can be used to represent a third feature dimension, size a fourth and shape a fifth dimension.  Dynamic range sliders are provided for all features (not just the visable ones)  so the user can dynamically modify the visibility of each feature and navigate through the collection. When a feature value is outside of the range of the slider, it disappears from the interface. The features used in the interactive interface included both the extracted features as well as the “rank” produced by the manual queries. In this way, we are able to explore the highest ranking hypotheses first.

In our experiments, most users generated their initial manual queries with the command line interface, and then explored a ranked collection of clips with the interactive interface.

We will discuss our results for the manual and interactive search evaluations, including results and usability feedback.
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